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Appendix S1: The FINDEX() R-function: Walkthrough for the computation of the FINDEX 

The FINDEX computation was automated within a user-friendly R-function. The FINDEX() R-function is 

embedded within the “FINDEXpackage.rda” file (https://doi.org/10.6084/m9.figshare.9698879.v4 and 

https://www.jeromeprunier.fr/Tools.html). This .rda file also contains all RandomForest predictions required to 

compute the FINDEX.  Users are invited to download this .rda file within their working directory, and to install 

required R-libraries (“adegenet”, “randomForest”, “mmod”, “lme4” and “reshape2”). 

 

# Installing required libraries (if needed) 

install.packages(c("adegenet ", " randomForest ","mmod","lme4","reshape2"),dependencies=TRUE) 

 

# Going to working directory (where " FINDEXpackage.rda” is located) 

setwd('path_to_working_directory') 

 

# Load .rda file to import the FINDEX() R-function and all other required files in the R-environment 

load("FINDEXpackage.rda") 

 

Users are then simply expected to provide one or several empirical genotypic datasets (in the genepop format 

with a “.gen” extension) and a parameter file (a dataframe in “.txt” format) with a line for each combination of 

both an obstacle and a species and at least eight mandatory columns: 

 “Species”: the name of the considered species (factor); 

 “Barrier”: the name of the considered obstacle (factor); 

 “Upstream”: the name of the upstream population as found in the corresponding genepop file (factor);  

 “Downstream”: the name of the downstream population as found in the corresponding genepop file 

(factor);  

  “Creation”: the date of barrier creation (numeric); 

 “Generations”: the number of generations elapsed since barrier creation (numeric; this number of 

generations is to be estimated from the life-history traits of the considered species); 

 “Genepop”: the name of the genepop file from which genotypes are to be extracted (with or without the 

“.gen” extension); see https://genepop.curtin.edu.au/help_input.html#Input for help with the formatting 

of genepop files;  

 “Digits”: the number of characters used to code an allele in the genepop file. 

Note that the parameter file may contain any additional column, provided that these columns add information 

about barriers (for instance, height, spatial localization, etc.).  

In an illustrative purpose, we provide a parameter file “Prunier2018_illustration.txt” as well as two genepop 

files (“Phoxinus.gen” and “Gobio.gen”) to test the FINDEX R-function. These files are provided as a 

compressed zip-file. The “Prunier2018_illustration.txt” looks like the following: 

 

River Species Barrier Upstream Downstream Creation Generations Genepop Digits 

Cele Gobio SCC SCCup SCCdown 1960 20 Gobio.gen 3 

Viaur Gobio CAP CAPup CAPdown 1700 124 Gobio 3 

Cele Phoxinus SCC SCCup29 SCCdown30 1960 25 Phoxinus.gen 3 

Viaur Phoxinus CAP CAPup30 CAPdown30 1700 155 Phoxinus 3 

 

It contains the eight mandatory columns (in bold) and an additional column indicating the river in which each 

barrier is located.  

In the parameter file, the names of genepop files (Genepop column) can be provided with or without the .gen 

extension.  

In the “Phoxinus.gen” file, genotypes are provided with the individual numbering directly attached to the 

population name (e.g., SCCup01, CAPdown02, etc.). In that case, the name of each population (Upstream and 

Downstream columns) is the name of the last genotype in that population (e.g., SCCup29, CAPdown30, etc.).  

https://doi.org/10.6084/m9.figshare.9698879.v4
https://www.jeromeprunier.fr/Tools.html
https://genepop.curtin.edu.au/help_input.html#Input


In the “Gobio.gen” file, genotypes are either provided with the individual numbering separated from the 

population name by an underscore (e.g., SCCup_01, SCCdown_02, etc.), in which case the name of each 

population (Upstream and Downstream columns) is the part of the genotype name located before the underscore 

(e.g., SCCup, SCCdown), or without any individual numbering, in which case the name of each population 

(Upstream and Downstream columns) is directly the name of genotypes. 

 

Once these illustration files have been extracted within the working directory, users simply have to run the 

FINDEX() R-function as follows: 

 

# Running the FINDEX() function on illustration files 

FINDEX_test=FINDEX(input_file="Prunier2018_illustration.txt”) 

 

A “verbose” option can be turned off (“verbose=FALSE”), in which case no information about the computation 

progress will be provided. 

This command will launch the computation of the FINDEX and return a list with two elements: “output1” and 

“output2”. 

“output1” is a dataframe providing results for each combination of both an obstacle and a species, with at least 

the following columns (as well as any additional (non-mandatory) column from the input file): 

 “Species”: the name of the considered species (factor) 

 “Barrier”: the name of the considered obstacle (factor) 

 “Upstream”: the name of the upstream population (factor) 

 “Dowstream”: the name of the downstream population (factor) 

  “Creation”: the date of barrier creation (numeric).  

 “Generations”: the number of generations elapsed since barrier creation (numeric) 

 “He_Up”: the expected heterozygosity in the upstream population (numeric) 

 “He_Down”: the expected heterozygosity in the downstream population (numeric) 

  “He”: the averaged expected heterozygosity across populations (numeric) 

 “Obs_PhiST”: the observed measure of ϕ‟st (numeric) 

 “Obs_GST2”: the observed measure of G‟‟st (numeric) 

 “Findex”: the computed FINDEX (numeric) 

 “ciFindex” : the 95% confidence interval about the FINDEX (numeric) 

 

By default, “output2” is a dataframe providing results for each obstacle with FINDEX values averaged across 

species, with at least the following columns: 

  “Barrier”: the name of the considered obstacle (factor) 

  “Creation”: the date of barrier creation (numeric) 

 “Findex”: the computed FINDEX (numeric) 

 “ciFindex” : the 95% confidence interval about FINDEX  (numeric) 

 

The FINDEX() function can also be used to compile FINDEX values across other factors than obstacles (the 

default). In that case, users will have to use the “CompileBy” option and indicate which additional column from 

the input parameter file will be used for averaging. This column must be coded as factors. From the illustration 

files, FINDEX values could for instance be compiled across rivers, as follows: 

 

# Running the FINDEX() function on illustration files with Findex values compiled across rivers 

FINDEX_test=FINDEX(input_file="Prunier2018_illustration.txt”, CompileBy=”River”) 

 

Here, the “output2” dataframe will provide results for each river, with FINDEX values averaged across both 

obstacles and species. 

 

Eventually, the results can be plotted using the following commands: 



 

# Loading required libraries (to be installed if needed) 

require("ggplot2") 

require("viridis") 

 

# Plotting results for each combination of both an obstacle and a species 

ggplot(FINDEX_test$output1, aes(x=reorder(Barrier, as.numeric(FINDEX_test$output1$Creation)), y= 

Findex,group=Species, fill= Findex))+ 

geom_bar(width = 0.9,stat="identity", position=position_dodge(.9))+ 

geom_text(aes(y = 105, label = Species, angle=0),position = position_dodge(width = .9))+ 

coord_cartesian(ylim=c(0,105)) + 

geom_errorbar(aes(ymin= Findex-ciFindex, ymax= Findex+ciFindex), width=0, 

position=position_dodge(.9))+ 

scale_fill_viridis(discrete = FALSE,begin = 0.1,end=0.9,limits=c(0,100))+ 

geom_hline(yintercept=c(0,20,90,100), linetype="dashed", color = "black")+ 

scale_x_discrete(name ="Obstacles") 

 

# Plotting results for each obstacle with FINDEX averaged across species 

ggplot(FINDEX_test$output2, aes(x=reorder(Barrier, as.numeric(FINDEX_test$output2$Creation)), y= 

Findex,group=Barrier, fill= Findex)) + 

geom_bar(width = 0.9,stat="identity", position=position_dodge(preserve = 'single'))+ 

coord_cartesian(ylim=c(0,105)) + 

geom_errorbar(aes(ymin= Findex-ciFindex, ymax= Findex+ciFindex), width=0.1, 

position=position_dodge(width = 0,preserve = 'single'))+ 

scale_fill_viridis(discrete = FALSE,begin = 0.1,end=0.9,limits=c(0,100))+ 

geom_hline(yintercept=c(0,20,90,100), linetype="dashed", color = "black")+ 

scale_x_discrete(name ="Obstacles") 

 

Note that users also have the possibility to provide their own       and       values, in the form of two 

dataframes, each with two columns ('GST2' and 'PhiST') and the same number of rows as the input file (NA 

values are allowed, in which case the predicted       and/or      values would be used). These options are 

yet to be used with caution (see main text for details). 

 

# Creating GDmin and GDmax dataframes and running the FINDEX() function 

GDMIN=data.frame(GST2= rep(0.01,4),PhiST= rep(0.02,4)) 

GDMAX=data.frame(GST2=rep(0.2,4),PhiST= rep(0.3,4)) 

FINDEX_test=FINDEX(input_file="Prunier2018_illustration.txt",GDmin=GDMIN,GDmax=GDMAX)  



Appendix S2 

When considering two populations separated by an obstacle whose impact on gene flow is unknown, simulations 

can be used to predict the expected range of any measure k of genetic differentiation     given the age of the 

obstacle (expressed in number of generations since barrier creation), the averaged expected heterozygosity of the 

two populations (a proxy for effective population size; see Appendix S5;  Hague & Routman, 2016; Prunier et 

al., 2017) and the simulated impact of the obstacle on gene flow. When the obstacle has no impact on gene flow, 

then            
  , with       

  the non-null level of genetic differentiation that may be expected under the 

sole effect of genetic drift, mutations and random sampling. When the obstacle is a total barrier to gene flow, 

then            
 . The actual observed measure of genetic differentiation      

  can then be set to      
  

when      
        

  or to      
  when      

        
  

Mathematically, and considering any pairwise measure of genetic differentiation as a relative risk (“risk” for two 

populations to be genetically distinct), dividing       by       amounts to computing a risk-ratio (Borenstein, 

2009): a risk-ratio of 50% would for instance mean that the risk of being genetically distinct in the observed 

situation is 0.5 times the risk of being genetically distinct in the worst-case scenario (total genetic 

differentiation); similarly, a risk-ratio of 100% would mean that the risk of being genetically distinct in the 

observed situation is as high as the risk of being genetically distinct in the worst-case scenario (total genetic 

differentiation). For risk ratios, computations are usually carried out on a log-scale to provide higher sensitivity 

to small values. A standardized estimate     
  of the amount of gene flow that gets through the obstacle when 

compared to the worst-case scenario can thus be computed as the inverse of the log-risk-ratio between      
  and 
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The       
  is an index of connectivity: it is simply the ratio of the observed log-risk-ratio (numerator) to the log-

risk-ratio expected in the absence of any barrier to gene flow (denominator). The proposed index of 

fragmentation   (eqn. 1 in main text) is finally computed as follows: 
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Appendix S3 

To investigate the sensitivity of various metrics of genetic differentiation to sample size, we used the program 

QuantiNemo2 (Neuenschwander et al., 2019) to simulate gene flow between two adjacent demes of size 2000 

over 400 non-overlapping generations. Each deme was initiated with 2000 individuals and kept at a constant size 

over generations. Genetic polymorphism was based on 15 microsatellite loci and 20 alleles per locus. The 

mutation rate µ, following a stepwise mutation model, was set to 5×10
-4

. Genotypes were randomly assigned at 

the beginning of simulations and the crossing rate was set to 0.5. We ran ten simulation replicates and then 

considered 98 sample sizes (from 30 to 1000 individuals sampled without replacement in each population), 

resulting in a total of 980 simulated genetic datasets in the Fstat format (Goudet, 1995), further converted into 

the genepop format (Rousset, 2008) using R (R Development Core Team, 2014). For each dataset, we computed 

the distance based on the proportion of shared alleles (Bowcock et al., 1994) using the R-package PopGenReport 

(Adamack & Gruber, 2014), the Weir and Cockerham‟s θst (Weir & Cockerham, 1984), the Cavalli-Sforza and 

Edwards‟ Chord distance (Cavalli-Sforza & Edwards, 1967), the Nei‟s minimum distance (Nei, 1973b), the 

Rogers‟ distance (Rogers, 1972), the Sanghvi‟s distance (Sanghvi, 1953) and the Prevosti et al. distance 

(Prevosti et al., 1975) using the R-package hierfstat (Goudet, 2005); the Nei‟s Gst (Nei, 1973a; Nei & Chesser, 

1983), the Hedrick‟s G‟‟st (Hedrick, 2005; Meirmans & Hedrick, 2011), the Meirmans‟ ϕ‟st (Meirmans, 2006) 

and the Jost‟s D (2008) using the R-package mmod (Winter, 2012). 

We then plotted mean genetic distances (± standard deviation) computed over the 10 replicates against sample 

size. Several measures of genetic distances were found to be sensitive to sample size, as shown in figure S3a. All 

the following metrics indeed showed a systematic increase when sample size decreased: the distance based on 

the proportion of shared alleles, the Cavalli-Sforza and Edwards‟ Chord distance, the Nei‟s minimum distance, 

the Rogers‟ distance, the Sanghvi‟s distance and the Prevosti et al. distance. Furthermore, all these metrics but 

the Cavalli-Sforza and Edwards‟ Chord distance and the Nei‟s minimum distance showed non-null values 

whatever the sample size, despite total gene flow. On the contrary, and as shown in Figure S3b, the following 

metrics did not show any systematic increase with the decrease in sample size and were thus retained for further 

investigations (see Appendix S4): the Weir and Cockerham‟s θst, the Nei‟s Gst, the Hedrick‟s G‟‟st, the 

Meirmans‟ ϕ‟st and the Jost‟s D (2008). 



Figure S3: Mean genetic distances (± standard deviation) computed over the 10 replicates and plotted against 

sample size. In panel A, six metrics show a systematic bias towards 1 as sample size decreases, contrary to the 

five retained metrics shown in panel B.  



Appendix S4 

To investigate the behavior of the five retained metrics of genetic differentiation (the Weir and Cockerham‟s θst, 

the Nei‟s Gst, the Hedrick‟s G‟‟st, the Meirmans‟ ϕ‟st and the Jost‟s D (2008); see Appendix S3), we used a 

subset of the genetic data simulated for       predictions (see main text for details). For each mutation rate µ 

(5×10
-5

 or 5×10
-4

) and for effective population sizes of 50 or 2000, we plotted the mean genetic distances (± 

standard deviation) computed over the 20 replicates against the number of generations elapsed since the 

beginning of simulations. Barrier creation (crossing rate dropping from 0.5 to 0) occurred at generation 400 

(Figure S4). 

 

Figure S4: Mean value GD (± standard deviation) of five metrics of genetic differentiation computed over 20 

replicates and plotted against the number of generations elapsed since the beginning of simulations (Gen) 

according to the effective population size (Ne = 30, left panels A and C; or Ne = 2000; right panels B and D) and 

the mutation rate µ (5×10
-5

, panels A and B; 5×10
-4

, panels C and D). Barrier creation occurred at generation 

400.  



The five retained measures of genetic differentiation were null before barrier creation and quickly increased after 

barrier creation, whatever the effective population size (Ne = 30, left panels A and C; or Ne = 2000; right panels 

B and D) or the mutation rate µ (5×10
-5

, panels A and B; 5×10
-4

, panels C and D). Nevertheless, two metrics 

were found to be highly sensitive to mutation rate when populations are of small effective sizes (Nei‟s Gst and  

Jost‟s D) and two metrics were found to show very little variability when populations are of large effective sizes 

(Nei‟s Gst and Weir and Cockerham‟s θst). We thus only retained the Hedrick‟s G‟‟st and the Meirmans‟ ϕ‟st as 

robust metrics of genetic differentiation. 

 

 

 

  



Appendix S5 

When averaged over the two sampled populations (30 genotypes each) just before the creation of the barrier (at 

generation 400), expected heterozygosity He (computed using the R-package adegenet; Jombart, 2008) showed a 

positive monotonic relationship with carrying capacity, that is, with simulated effective population sizes Ne (see 

Figure S5a, as well as main text for details about simulations). Furthermore, He decreased after barrier creation, 

mimicking the expected decrease in Ne as the initial population is split into two adjacent yet disconnected sub-

populations (see Figure S5b). As a consequence, He may be considered a good proxy for effective population 

sizes (Hague & Routman, 2016; Prunier et al., 2017). 

Figure S5a: Mean expected heterozygosity against mean effective population size at generation 400, according 

to mutation rate. 

 

 



Figure S5b: For four levels of carrying capacity (K = 30, 100, 500 and 1000) and two mutation rates (µ = 

0.0005 and 0.00005), evolution of mean expected heterozygosity over time since barrier creation. Note that the 

use of two mutation rates allowed simulating a large range of He values for each level of carrying capacity (with 

lower He values at a low mutation rate and higher He values at a high mutation rate). 

 

 

 

 

  



Appendix S6 

For each mutation rate µ (µ = 5.10
-5

 or µ  = 5.10
-4

), distribution of measures of genetic differentiation GD (either 

G‟‟st or φ‟st) computed before the creation of the barrier.        values, indicated by vertical dashed lines, were 

computed as the fifth percentile of non-null simulated GD values.  

 

  



Appendix S7 

To validate the proposed genetic index of fragmentation FINDEX using realistic genetic datasets, each 

microsatellite locus was given a unique stepwise mutation rate µ randomly picked from a log-normal distribution 

with a mean of 5×10
-4

 and a standard deviation of 2, thus ranging from 5×10
-5

 to 5×10
-3 

. The following figure 

illustrates the corresponding simulated distribution based on 10000 values. Red bars at the bottom of the 

histogram stand for the 15 randomly picked stepwise mutation rate µ used in Quantinemo simulations. These 

mutation rates ranged from 1.014 10
-5

 to 2.181 10
-3

. 

  

 

  



Appendix S8 

Figure S8a:  Figure adapted from Gouskov et al. (2016). Localization of the six selected dams from the upper 

Rhine catchment. Bars represent barriers and the numbers correspond to the barrier numbers in Table 1 (main 

text). In red, dams identified as responsible for a decrease in gene flow according to the proposed genetic index 

of fragmentation FINDEX.  

 

 

 

 

 

  



Figure S8b:  Figure adapted from Prunier et al. (2018). Localization of the 8 selected weirs from the Célé and 

the Viaur Rivers. Triangles represent barriers, named as in Table 1 (main text). In blue, the only weir identified 

as responsible for a decrease in gene flow in both Gobio occitaniae and Phoxinus phoxinus according to the 

proposed genetic index of fragmentation FINDEX. In red, weirs identified as responsible for a decrease in gene 

flow in Gobio occitaniae only. 

 

 



Appendix S9 

Figure S9a: For each mutation rate (µ = 5.10
-5

 or 5.10
-4

) and each metric of genetic differentiation (G‟‟st and 

ϕ‟st), density heatmaps displaying the relationship between observed and predicted measures of genetic 

differentiation. Datasets characterized by low levels of expected heterozygosity (hexagons with light outline) 

were associated with higher discrepancy between observed and expected measures of genetic differentiation, that 

is, higher uncertainty. They yet only concerned 3.5% of data. Discarding these data had no consequence on 

predicted values, as indicated in Figure S9b.  

 

 

  



Figure S9b: For each mutation rate (µ = 5.10
-5

 or 5.10
-4

) and each metric of genetic differentiation (G‟‟st and 

ϕ‟st), density heatmaps displaying the relationship between measures of genetic differentiation as predicted from 

all datasets and measures of genetic differentiation as predicted from a subset of data with He ≥ 0.05. Predicted 

values were highly similar, with Pearson‟s correlation coefficients higher than 0.999 in all situations. 

  



Appendix S10:  

Figure S10: For each mutation rate (µ = 5.10
-5

 or 5.10
-4

) and each metric of genetic differentiation (G‟‟st and 

ϕ‟st), variable importance in RandomForest predictions, expressed as the increase in Mean Square Error 

following random permutation of each predictor T (number of generations since barrier creation) and He 

(expected heterozygosity). The G‟‟st metric was more sensitive to T than to He, whereas PhiST was equally 

sensitive to both predictors, highlighting the relevance of combining these two complementary measures of 

genetic differentiation in the computation of the FINDEX. 

 

  



Appendix S11 

In the very first generations after barrier creation, and especially in the case of large populations, the temporal 

inertia in the evolution of allelic frequencies implies that the difference between       and       is very low 

(that is,       is also very close from zero). The rescaling performed by the denominator in Equation 1 (see 

main text and Appendix S2) induces, by construction, an increase in the noise-to-signal ratio in the estimate of 

FINDEX 

 

  



Appendix S12 

To assess the influence of uncertainty in the number T of generations since barrier creation (stemming from 

uncertainty in the age of the obstacle and/or in the generation time of the focal species), we used the simulated 

dataset considered for the theoretical validation of the FINDEX. For each of the 21600 simulated genetic datasets, 

we computed new FINDEX values using a new number T’ of generations randomly picked from a uniform 

distribution ranging from T to T+(2×T) to mimic an overestimation of T (up to 200%) and from a uniform 

distribution ranging from T-(0.95×T) to T to mimic an underestimation of T  (up to 95%; we did not consider 

anunderestimation of 100% as it is usually known whether an obstacle was just built or not in the real world). 

For an obstacle of age T = 300, T’ thus ranged from 15 to 600; for T = 5, T’ ranged from 0.25 to 10. We then 

compared these new FINDEX values with original ones (that is, computed using the number T of generations 

actually used in simulations) in the form of a ∆FINDEX and plotted the results against uncertainty (expressed in 

percentage).  

Figure S12 indicates that the FINDEX is almost insensitive to a ~30% underestimation and to a ~50% 

overestimation of the actual number of generations since barrier creation (|∆FINDEX ≤ 5|): for a barrier of age T = 

300, it means that the FINDEX would not show any deviation higher than 5% if the barrier was given an erroneous 

age T’ of only 210 generations or on the contrary of up to 450 generations. Figure S13 further indicates that the 

FINDEX can be considered as highly robust to a ~60% underestimation and to a ~150% overestimation (|∆FINDEX ≤ 

10|): for a barrier of age T = 300, it means that the FINDEX would not show any deviation higher than 10% if the 

barrier was given an erroneous age T’ of only 120 or on the contrary of up to 750 generations. As a rule of 

thumb, we can thus consider that the FINDEX is highly robust to a ~50% uncertainty in the actual age of the 

barrier, and that it is more conservative to slightly overestimate the age of the barrier when it cannot be known 

for sure. 

  



 

 

 

Figure S12: Density heatmap of ∆FINDEX (the difference between FINDEX values computed from an erroneous age 

of the barrier and FINDEX values computed from the actual age of the barrier) against levels of uncertainty in the 

age of the barrier (expressed in percentage). Light blue surfaces indicate the parameter space corresponding to 

|∆FINDEX ≤ 5| (inner surface) and (|∆FINDEX ≤ 10| (outer surface). Note the logarithmic scale for the colors of 

hexagonal cells („Number of datasets‟). 

 

  



Appendix S13 

To assess the possible influence of uncertainty in He as a proxy for Ne, we constructed two subsets from the 

simulated dataset considered for the theoretical validation of the FINDEX. For each combination of K (carrying 

capacity), m (crossing rate) and T (number of generations since barrier creation), we retained simulations from 

the first (“Low He”) and the fourth (“High He”) quartiles in terms of He values.  FINDEX values were computed 

separately for each subset and plotted against crossing 

rate, in the same way as the original validation dataset 

(Figure 3 in main text). Figure S13 illustrates the 

results for T=100 and for K=50 or 100. Overall, 

FINDEX values showed high overlap of 95% CI and 

pointed to the same conclusions whatever the level of 

He: significant barriers for a crossing rate < 0.01 

(FINDEX > 90%), intermediate barriers for crossing 

rates < 0.1, and no barrier effect beyond (FINDEX ≤ 

20%). The 95%CI about FINDEX values thus correctly 

capture the uncertainty associated with the use of He 

as a proxy for Ne. 

 

 

 

Figure S13: (A) For each subset of simulated data 

(solid lines: 1
st
 quartile / low He; dashed lines: 4

th
 

quartile / high He); density plot of He values for K = 

50 (blue) and K = 100 (green). (B) FINDEX response to 

the increase in crossing rate (on a logarithmic scale) 

for K = 50 and T = 100 generations after barrier 

creation, according to He levels (solid: low He, 

dashed: high He). (C) Same as B, but for K = 100.  

 

 

  



Appendix S14 

All simulations were based on 15 microsatellite markers with 20 alleles each. To assess the possible influence of 

a reduced number of markers or alleles on the FINDEX using new simulations based on the 72 combinations of a 

number of markers (5, 10 or 15), a number of alleles per marker (5, 10 or 20) and crossing rate (0, 0.001, 0.002, 

0.005, 0.01, 0.02, 0.05 or 0.1). Each combination was simulated 20 times over 500 generations, the barrier being 

created at generation 400. Carrying capacities were fixed at 500 and mutation rates at 5.10
-4

. Figure S14 

indicates that the FINDEX is highly robust to a reduced number of loci (5 or 10 instead of 15) and only slightly 

underestimated (~10-20% reduction in FINDEX values) when using low polymorphic markers (5 or 10 alleles per 

locus instead of 20). 

 

Figure S14: For each crossing rate, mean FINDEX values (with 95% confidence interval) depending on both the 

number of markers (15, 10 or 5) and the number of alleles per marker (5,10 or 20). 
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